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The European society faces numerous disruptive changes due to the progressing digitalisation. These changes have the potential to lead to a fair digitalised world if they are based on the ideal of digital sovereignty as a guiding principle at the citizen, economic and state levels. Research in cybersecurity creates the technological prerequisites for addressing the challenges of digitalisation in this spirit.

Researchers in academia and industry from all over Europe met in Darmstadt and Berlin to identify the main challenges of cybersecurity research. Irrespective of their scientific backgrounds, all authors agreed that effective security and privacy measures require a systematic and holistic approach which considers security and privacy from the ground up. They stressed that in addition to the proposed research agenda, it is necessary to improve education across the board. During the discussions, it became also clear that various important scientific questions remain open, and that only long-term research across all disciplines can solve these problems.

In the first chapter, we outline the major challenges in the fundamental research of the IT security fields in computer and engineering sciences. In the second chapter, we look at the cybersecurity challenges from the perspective of economic, legal and social sciences. In the last chapter, we analyse various examples of applications and technologies which combine the different research areas. Each section of the roadmap is dedicated to a specific challenge. The order of the sections is not intended to reflect their relative importance. For each challenge, we propose concrete next steps based on the state of the art in the scientific and industrial research landscape.

We hope to reach out to all interested parties who endeavour to strengthen cybersecurity and enhance digital sovereignty in Europe.
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A. Key Challenges

The advancements in digital technology affect and change the economic, industrial and social environment. They cover the entire value chain in IT starting at circuit level, through to services and analytics in the cloud. The rapid deployment of new technologies e.g., in the Internet of Things (IoT), and increased interconnectedness enable new opportunities. However, this also leads to new attack vectors and, in turn, challenges researchers across Europe.

The increasing pace and impact of cyber attacks show that current design principles have to be altered to enable security by design. This chapter highlights the key issues that span across traditional and emerging areas of cybersecurity research.

Securing Cryptographic Systems against Emerging Attacks .................. p. 9
New forms of attacks against cryptographic procedures and their implementations, such as quantum computers or advanced side-channel attacks endanger present-day cryptographic systems. Current countermeasures typically target specific attacks in the short-run and gradually improve technology. Instead, however, the objective should be to develop more robust architectures and algorithms that deliver an inherently increased level of protection.

Trustworthy Platforms ......................................................... p. 11
In modern IT systems, each integrated device can harm the overall system. Therefore, a reliable identification of the components and their integrity and a system-wide safeguarding of data confidentiality and data protection are required. The solutions to be developed comprise hardware trust anchors, separation concepts of modern operating systems, network protocols and the integration in applications.

Secure Lifecycle Despite of Less Trustworthy Components .............. p. 13
Modern systems contain dozens or even hundreds of individual hardware and software components. System architectures evolve over time and components are replaced or updated for functional or security reasons throughout the system’s lifetime. Other parts remain unchanged and might become a security risk overtime. In addition, some critical components may even be or become untrustworthy and need extra protection so that separation is needed also within the system architecture. Creating and maintaining secure systems thus requires a secure development and lifecycle management process including the distributed supply chain.
Quantifying Security ............................................................ p. 16
Perfectly securing complex systems against all attacks is an impossible goal. In practice, security measures require the investment of limited resources. Therefore, not all measures can be implemented. Rationally weighing different security measures against each other requires a common measure that is currently missing.

IT Security and Data Protection for Machine Learning ................. p. 18
Machine learning is the foundation of autonomous and neural systems. Current algorithms are vulnerable, can make mistakes and possibly process personal information. Therefore, they must be researched and improved from an IT security and data protection perspective.

Big Data Privacy ................................................................. p. 21
The expected societal benefits of big data, for example in medical science, oppose the increasing privacy risks for European citizens. Research can reduce or even resolve this conflict. The aim is to provide, on the one hand, usable tools and binding standards that allow each individual to control the use of their data, and on the other hand, new technologies that involve anonymisation and encryption to protect personal data against unauthorised access.

In the following sections, we outline the main challenges in each area and propose a course of action in three phases:

- Short-term goals should be achieved within 2 to 3 years.
- Mid-term goals should be achieved within 5 to 7 years.
- Long-term goals will take at least 10 years to be achieved.
1. Securing Cryptographic Systems against Emerging Attacks

Scenario: Cryptography is designed to protect threatened assets. Since the early days of crypto, advances on the design and attack sides have been leading to a constant evolution of technical devices. Since the late 1990s, not only the algorithms but also the devices executing the algorithms have been attacked more and more. Recent attacks on implementations have been extending these attacks from local attacks to instances that are running in the cloud \[3\], \[2\]. At some point in the future, the quantum computer will arise and question the fundamentals of how asymmetric cryptography is designed and implemented today.

Today’s cryptographic algorithms and procedures and their well-protected implementations can be considered to provide a reasonable level of security against state-of-the-art brute force attacks and physical attacks on hardened implementations in critical applications. However, first hints of an upcoming age of quantum computing backed by new research results set at risk today’s asymmetric cryptography. These risks remain fuzzy as long as the availability of practical quantum computers that can actually break today’s cryptography is unclear. However, storing today’s cryptographic key exchanges allows decrypting secret data later in the future. The European Quantum Technologies Roadmap \[1\] predicts that quantum computers might already be available in slightly more than a decade, hence this transition has to be initiated very soon in critical domains where data remains sensitive over a long time.

It is necessary to analyse the impact of new underlying primitives on performance characteristics, footprint, and the security assumptions of the protocols. Moreover, a first step towards quantum resilience can be hybrid systems where classical and post-quantum cryptography (PQC) algorithms are run in parallel and where an attacker has to break the trusted classical as well as the less scrutinised PQC algorithm in order to break the system. Research has to work on efficient and secure ways of composing classical as well as quantum-secure primitives without neglecting performance and efficiency goals.

Due to the unclear situation in PQC and its standardisation, it is anticipated that future secure systems have to support a wider range of cryptographic primitives and that more frequent updates and changes to the primitives and protocols can be expected. The ability to update, remove, or add cryptographic primitives is referred to as “cryptographic agility”, and the design of crypto-agile systems poses several challenges. As a consequence, research is needed on more flexible platforms, more generic cryptographic accelerators and general strategies to manage the cryptographic ecosystems in long-term secure applications. This also includes methods for quantum-resilient firmware updates, which are the basis for a move to PQC on already deployed devices.

Similar to the technical advances in brute-force attacks, implementation attacks mature and new classes of attacks emerge that set the practical devices that compute cryptographic algorithms at risk. Over the last 20 years, side-channel and fault attacks developed from rather coarse approaches to a very high level of sophistication and maturity. Accordingly, the research community developed countermeasures to mitigate specific attacks or attack classes for hardened implementations \[4\].
Course of Action: Securing Cryptographic Systems against Emerging Attacks

**Short-term goals:**
- Development of post-quantum algorithms, mitigation techniques for cache-timing and other implementation attacks
- Design of resilient computer architectures

**Mid-term goals:**
- Standardisation and dissemination of post-quantum algorithms
- Implementation of the resilient architectures

**Long-term goals:**
- Commercial spread of the resilient architectures

In addition to existing work on classical algorithms, PQC implementations also have to be secured against side-channel, fault or invasive attacks for the roll-out on embedded devices, smart cards and travel documents. However, at the moment, PQC offers several highly different proposals (e.g., hash-based, code-based, lattice-based, MQ-based), and research on secure implementations requires further attention.

Besides, machine learning could be seen as one of the hot topics in side-channel analysis as it could lead to new and unexpected attacks. Moreover, it could simplify attacks and make them easier to carry out when using already existing massive computing infrastructures for machine learning, especially if combined with the recent advances in program analysis and automated reasoning for automatic vulnerability detection (“cyber-reasoning systems”).

Recent attacks on computer architectures such as Spectre and Meltdown [3], [2] fundamentally question the way of efficient and secure computation on local devices, and especially in the cloud. Making the common case fast was the paramount goal in computer architecture, which cannot be pursued in this ultimate rigorousness anymore.

### Further Reading


2. Trustworthy Platforms

**Scenario:** A charge point operator, whose infrastructure includes charge points which are deployed for long periods of time in remote and often unsupervised environments, has to provide a secure and reliable charging infrastructure. Charge points have to reliably handle the authentication of customers and authorisation of charging sessions and must provide the operator and energy supplier with correct and unmanipulated metering values. The software running on these machines has to handle privacy related data of customers that needs to be protected at all costs and thus has to be protected from any form of manipulation. A trust anchor within the charge point can be used to achieve this and build a chain of trust.

Modern IT systems depend increasingly on the results of dynamically distributed computing tasks. Each involved device plays a crucial role for the security and safety of the overall system. Not only may these devices be widely distributed and belong to different stakeholders, but they may be in the hands of a potential adversary. Examples range from embedded automotive control units to stolen laptops through to local network (managed switched) infrastructure components or even remote cloud data centres.

The long-standing concepts of perimeter-based security architectures with well-defined trust boundaries used in IT security up to now have long been outgrown by the reality of today’s needs. Even on single devices, multiple (potentially untrusted) third-party applications are integrated and interact with each other. Such interactions occur inside smart phones as well as in virtualised cloud data centres and, in the future, will even be found in smart factories and other critical infrastructures.

To address these arising challenges, it is necessary to reliably assess the identity and integrity of each involved entity and to provide strong means for data secrecy and privacy. The solutions to be developed range from hardware-based trust anchors such as Trusted Platform Modules (TPM) to Device Identity Composition Engines (DICE) through to modern operating system isolation mechanisms and the design and integration of trustworthy applications and protocols. Trustworthy hardware anchors are currently developed by chip vendors that keep the design of their chips a trade secret. Therefore, a validation of the implementations’ correctness is infeasible. A solution to this challenge lies in Open Source implementations of these techniques that allow a certain degree of control over chip designs and firmware implementations and strengthen the trustworthiness of the hardware anchors in this crucial aspect.

First of all, base integrations in platforms and local trust anchors are needed. The basic building blocks for trusted platforms are included in the form of TPM or DICE in hardware and software in the devices and are used for initial proprietary functions. In the medium term, integration with protocols and global management is required. The basis of interoperability between devices is to use standards. These must be redefined or extended to make integrity information usable and must be thoroughly verified in order to ensure that no flaw is introduced. In addition, trustworthy reference implementations and compliance suits need to be expanded to include the new features and must be thoroughly checked.
## A. Key Challenges

### Course of Action: Trustworthy Platforms

<table>
<thead>
<tr>
<th>Short-term goals:</th>
</tr>
</thead>
<tbody>
<tr>
<td>▶ Use of trust anchors such as TPM or DICE in PC-clients, servers, embedded systems</td>
</tr>
<tr>
<td>▶ Trusted execution environments; e.g. microkernels and lightweight compartmentalisation</td>
</tr>
<tr>
<td>▶ Software stack and middleware design and implementation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mid-term goals:</th>
</tr>
</thead>
<tbody>
<tr>
<td>▶ Protocol integration and development for trust establishment and configuration / identity assessment</td>
</tr>
<tr>
<td>▶ Trustworthy application design and system architecture specification</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Long-term goals:</th>
</tr>
</thead>
<tbody>
<tr>
<td>▶ Implementation of automated reference value recognition and validation as well as their integration into all common implementations</td>
</tr>
<tr>
<td>▶ Development of hardware trust anchors with Open Source hard- and firmware</td>
</tr>
</tbody>
</table>

A basic supply and scaling are planned for the long term. Integrity considerations of platforms will become the basic technology of all newly created devices and will be implemented as naturally as are access control or SSL/TLS. This requires the implementation of automated reference value recognition and validation as well as their integration into all common implementations.

### Further Reading


3. Secure Lifecycle despite of Less Trustworthy Components

**Scenario:** In contrast to the rapid innovation cycles in IT, manufacturing environments and industrial infrastructures may exist for many years or even decades. Implementing a state-of-the-art control and communication architecture in a manufacturing line or critical infrastructure is rarely a greenfield project and typically requires a gradual transition from an existing structure to the new architecture with minimal downtime in between. Later on, the respective facility will be maintained and will be upgraded several times such that the security concept has to evolve together with the system’s functionality. This also applies to prominent examples such as the World Mobile Network 5G or the European Navigation System GALILEO.

Application domains such as Industry 4.0, the Internet of Things, autonomous vehicles or critical infrastructure all have in common that for most practical use cases, it is impossible to launch new stand-alone systems and architectures that do not interact with legacy components or infrastructures that cannot be changed e.g., due to accreditation. Therefore, designing, developing and operating secure systems requires designing a secure lifecycle that covers all stages of the lifetime of the system and its components [1]. Developing parameters and processes for risk assessment helps to evaluate the security of a system even under partial information.

Implementing a secure lifecycle requires skilled developers and also time so that the current skill gap can be closed to ensure widespread implementation. Technical competence has to be complemented with a wider awareness for cybersecurity. Dealing with innovative and creative attackers and assessing risks in a constantly changing environment also requires the system designers to follow innovations in several research and knowledge areas. Backup plans for reactions to attacks or breaches also help to limit their impact.

Integrating large numbers of heterogeneous components like microchips, embedded devices, operating systems, software libraries, applications, mobile devices and cloud services that are specified, developed and maintained independently requires special care and standardised processes. Functional and security updates improve the individual behaviour of components e.g., by firmware updates or by a controlled transitioning to new cryptographic primitives such as post-quantum algorithms. Going beyond the primitive, it is necessary to incorporate post-quantum cryptography in the protocols such as TLS, PACE, IPSEC, or EMV, that form the foundation of today’s communication. However, the updates lead to a gradual change away from the system state that was initially specified and tested. This makes it hard to give security guarantees over longer time frames. Furthermore, individual components might not be maintained according to current best practices, or updates might be discontinued while deployed components remain productive. This might require a combination of virtualisation, isolation, compartmentalisation and modularisation. Usable tools for human involvement implement, analyse and support the lifecycle of a system. Open Source hardware and software are a great promise to design and maintain secure systems with the help of the community and increase their quality. However, they also open the potential for malicious manipulation and give attacks a large scalability if they are placed in popular code. Hence a thorough quality control is necessary.
A. Key Challenges

Course of Action: Secure Lifecycle despite of Less Trustworthy Components

Short-term goals:
- Develop suitable and usable processes and tools to assess the security of systems and protect components
- Define standards for interoperability

Mid-term goals:
- Establish a secured infrastructure that was developed according to the developed methods
- Secure integration of components of different trustworthiness and legacy components
- Widen cybersecurity education to increase awareness and the number of available developers to design secure systems

Long-term goals:
- Fully hardened infrastructure with a secure lifecycle management

Clear liability trough the supply chain helps to enforce a secure lifecycle and also enables new businesses e.g., post-market certification to adapt to risks. A reasonable trade-off between certification effort and fast development cycles based on best practices allows to protect wider classes of applications and use cases. Central research questions here are: What certification processes are useful and manageable at the same time for different certification levels? Is it feasible to closer link security design and certification?

Lean and standardised protocols are another important aspect to set up and maintain a system securely. As a counterexample, hundreds of protocols are currently in place in the IoT world which inhibit interoperability and an easy assessment of the security of a product or a group of products. IoT devices used in industry, in smart homes, in automotive and in mobile medical devices pose different security requirements such that universal protocols have to be developed to enable a scalable security level.

A secure and scalable infrastructure provides the foundation for a secure system and allows a central component maintenance, security and privacy. The components connect to such infrastructure through trustworthy end points that manage the interaction between the components while allowing individual system configurations at the same time.

Migrating from legacy system architectures to state-of-the-art secured architectures while keeping components that are not secured at all or not secured anymore requires special care. Therefore, less trustworthy but also more vulnerable components have to be isolated to protect both, the system and the component [3].

Regarding the secure lifecycle, the methods and tools for development of software, and the remaining components have to be taken into account in addition [2]. This also includes the logistics in the distributed supply chain to design processes on how systems and software are introduced into the system and phased out again.
Further Reading


4. Quantifying Security

**Scenario:** Every chief information security officer in a company faces the task of deciding how to achieve the best possible security with the limited available resources. It is, however, usually not clear what “better” or “best” means. Should he or she e.g., strengthen the use of formal tools to reduce the number of software flaws or invest in penetration testing?

The desire to quantify IT security is not new. Heuristics are currently used in order to manage IT security and judge whether an organization maintains an adequate level of security. Because IT systems are complex, these heuristics mostly focus on the properties of the process that was used to construct a system rather than on the properties of the system itself.

An important unsolved problem is that of comparing the benefits of two different security measures when faced with a choice between them. In this case, inspecting the software construction process is not sufficient, as the question is not about the security of the software itself, but about its effects on a larger system. The long-term goal of quantifying security is enabling rational decision support. In order to prioritise security measures, there needs to be a way to make them comparable.

A simple example of quantifying security is the question “Is a piece of software more secure after a patch?” Even if the patch is correct and fixes a bug, it could in theory introduce a new one. Quantification also covers the comparison of different systems, of course.

The effort of quantifying security is related to but distinct from the “Science of Security” (SoS) effort, which aims to improve the scientific rigour of security research but is not necessarily focused on quantification. Quantification, on the other hand, greatly benefits from scientific rigour but should also be prepared to deal with aspects of IT security that are not yet available to a rigorous approach.

It should also be clarified that “security” should not be taken to mean immunity against all attacks. Security is always relative to attacker capabilities and security goals.

Efforts in the direction of quantification already exist and have been pursued in sub-fields of computer science and IT security for decades. A related effort, NSA’s Science of Security (SoS) research initiative, is funded under the US Comprehensive National Cybersecurity Initiative (CNCI), which was started in 2008. Stand-alone metrics abound in the field of IT security. One prominent example is the Common Vulnerability Scoring System (CVSS). These metrics, however, make it clear that measuring alone is not sufficient. What is needed is an overarching effort to combine the results from single sub-fields into a big picture.

This effort will require a long-term collaboration of experts from different fields. Quantifying security is difficult even within one field, and combining different metrics with different histories is an intricate task. In addition, individual risk perception is not necessarily aligned with metrics, which has to be taken into account. Some goals might well prove to be impossible to achieve; it will almost certainly not be possible to describe the security of a system with a single number.

It is important to recognise the different advantages of the logical deductive approach that is restricted to a formal model, and the empirical inductive approach that is afflicted with uncertainty. One must consider the risk that is associated with models (which never fully reflect reality) and assumptions (which might prove to be false) and aim to quantify
the uncertainty inherent in the gap between the model and the real world. In addition, not everything can be quantified and researchers should be prepared to deal with this. The result will probably be a vector of measures and include unknown parameters that should be admitted as being unknown, such as the probability of an attack.

The goal of the effort of quantifying security is the ability to confidently estimate or in some cases even calculate a “Return on IT Security Invest” equivalent to the Return on Security Invest (ROSI) after quantifying the damage done by attacks and the cost of security measures.

Further Reading


5. IT Security and Data Protection for Machine Learning

**Scenario:** An attacker can manipulate road signs such that the automated interpretation of the signs by a machine learning system within an autonomous car will be wrong. For example, a stop sign with only minimal changes, such as a sticker, could be misinterpreted as a speed limit sign, potentially leading to accidents.

A user regularly employs the language assistant on his or her smartphone to control smart home devices and also place orders in online shops. An attacker can trick the always-on language assistant, for example by embedding commands in inaudible noise. It may happen that orders are suddenly placed that were not initiated by the user.

Machine learning (ML) will become an integral part of our daily lives with autonomous systems. Whether self-driving cars, home automation, decision procedures within companies, virtual assistants, or the Internet of Things—decisions are increasingly being made by ML-based systems independently using algorithms and thus having a direct impact on our physical environment and lives. Such ML systems are also self-learning and develop continuously over time in order to make increasingly autonomous decisions.

In the last few years, especially deep neural networks (DNN) and other machine learning algorithms have evolved into the state-of-the-art approach to automatic image analysis, speech recognition, and similar application domains. Their success is due to many factors, especially their ability to model large complex data sets to perform agnostic and also highly robust clustering and classification tasks. In practice, such approaches can cope with the complex environments that are typical of many scenarios such as autonomous driving or voice recognition systems. In addition, machine learning technologies might also be used for attacking computer systems in the future (e.g., an attacker could use ML algorithms to customise phishing e-mails to each individual victim).

With the development of these new autonomous systems and the resulting increased networking and automation of the individual components in recent years, taking a closer look at machine learning in the context of IT security and privacy is crucial. There are two sub-categories of IT security for machine learning that require specific focus: Adversarial Machine Learning and Resilient Machine Learning. Privacy aspects of machine learning can also be categorised into Private Machine Learning and Transparent Machine Learning, where the latter includes general notions of transparency, fairness, explainability, and related aspects of ML systems.

By Adversarial Machine Learning, we mean targeted attacks on machine learning algorithms themselves. Research has already shown that manipulated training material can lead to “mislearning” and an attacker can also exploit the learned model itself to trick it into misclassifying an input. This behaviour can lead to errors in the assignment of an input to an output, for example to the misinterpretation of a command or an image. According to this, a trained DNN is able to map an input $x$ to an output $y$, but this mapping is not always correct. Furthermore, due to the high degree of non-linearity of this mapping function, it is not intelligible how the result is calculated. More importantly, this insufficient generalisation can lead to blind spots which may not be obvious to humans. As mentioned above, an attacker can utilise the incomplete generalisation of these systems to mislead the ML algorithm into misclassifying a given input. An example is to hide voice commands
in audio signals in such a way that they are inaudible to humans but are recognised by automated speech recognition systems. As a result, an adversarial input can mislead the system, while tricking a user into understanding a completely different sentence. Similarly, image recognition systems can be tricked into assigning wrong labels to a given image, which is critical in many application scenarios (e.g., during autonomous driving).

An open research challenge is to obtain authenticity for ML systems such that they are immune against such manipulations. We need to develop mechanisms to improve the resilience of machine learning algorithms (Resilient Machine Learning), especially if we want to use them in the computer security context. Only if we can assure that the machine learning algorithms work correctly even under attack, we can utilise them for security-critical (and also safety-critical) tasks such as intrusion detection, malware analysis, or related scenarios. Moreover, we need to develop methods for assessing and improving the security of learning algorithms and devise methods to enhance explainability and transparency of machine learning systems such that human experts can better utilise them for detecting new and unexpected attacks. Such methods should provide a foundation for operating machine learning techniques under attack and thus render the detection of sophisticated threats possible.

Transparent Machine Learning is the effort to make machine learning algorithms more understandable, in particular, to create responsibilities concerning classified data and results. A user of an ML system should be able to understand and reconstruct how the system
arrived at a particular decision. Private Machine Learning encompasses the concept of data protection-friendly learning. A data trustworthiness assurance should be ensured through attestation mechanisms.

Investigating machine learning in the context of IT security is still a young discipline. For this reason, in a first step, a formal definition of “security” should be developed within the framework of machine learning, and requirements analyses should identify attributes that make up an IT security-compliant machine learning algorithm. In addition, reliable machine learning measures must be implemented so that the decisions and results of the trained systems are generally accepted. For this purpose, it makes sense to establish tests and a test environment of already trained machine learning systems to detect empirically exceptional cases and limitations to the systems. This would allow a systematic identification of attack vectors from different machine learning systems. Given that ML systems are typically very complex, such systematic testing would also uncover programming mistakes in the ML system itself.

New principles must be developed to check the traceability and fairness of machine learning systems. Especially fairness is crucial and hence we need to develop methods to avoid any kind of bias in such systems. This is the precondition for the accountability of machine learning to the processed data, results, and algorithms. In the medium term, this means that the results and the trustworthiness of a machine learning system must be convincingly communicated to the end users.

In the long term, new guidelines need to be introduced that specify which algorithms should be used in which situations and what guarantees they should provide. The implementation and control of these guarantees can be achieved only by the goals already mentioned. A certification procedure for ML systems needs to be developed. Data protection-friendly learning (private learning) in particular will be necessary for long-term goals, as the application of data analysis and machine learning must be ensured without impairing the rights and freedoms of individual users. This goal can only be achieved via a close collaboration between the IT security and machine learning communities.

Further Reading


6. Big Data Privacy

**Scenario:** Huge databases are created that record diverse sensitive medical and biological data. Examples are given by the International Cancer Genome Consortium (ICGC) or the Human Brain Project, which is the H2020 flagship project of the EU to support medical research in the area of neuroscience. In these projects, the protection of privacy has been given top priority. Specialised variants of multi-party computation were successfully used for comparing genomes to optimise medical therapies. We need well-elaborated procedures to guarantee privacy while evaluating sensitive big data.

At present, the Internet can be seen as a huge data storage that collects personal and sensitive data about its users. For the latter, this leads to significant security and privacy risks due to the loss of control over their shared data. The increasing data volume and the concatenation of data enables the creation of personality profiles which can lead to discrimination against end users and might make them receptive to manipulative tailored messages (so-called “microtargeting”). Beyond that, even if data has been anonymised by state-of-the-art technologies, it might be accidentally re-identifiable. This risk of re-identification increases, especially if data from various sources such as different commercial or social online platforms or smart devices are brought together.

Medical studies provide another ecosystem operating on data. For the joint evaluation of multiple databases for a meta-study, differing privacy policies and probands’ declarations of agreement have to be taken into account. Therefore, technologies such as multi-party computation (MPC), data anonymisation and processes such as separating databases are needed to ensure privacy-protecting, efficient, and fast analysis. In addition, machine learning algorithms that are used for automated analysis should be adapted to the processing of sensitive data.

In general, the development of methods and tools to enable secure and privacy-protecting data processing is one of the biggest challenges for ecosystems and applications operating on data. The success of digitalisation heavily depends on the ability of companies and operators of large-scale studies to gain the trust of their users or rather probands in their methods to suitably protect their privacy: Digital sovereignty is not possible without the citizens having control over their own data. The handling of personalised data and the optimisation of security and privacy in the area of information processing in diverse settings need improvement. Therefore, cryptographic schemes have to become more efficient and technologies such as machine learning have to be involved in the protection of privacy. In addition, binding standard procedures for big data processing have to be developed.

**Anonymisation and Private Learning in Big Data**

The most efficient way of protecting the privacy of users is to remove the personal references of data and anonymise it completely, so that the person in question is not identifiable anymore. For example, artificial intelligence is used in medical research to support tumor recognition via automatically analysing CT scans. In order to protect patients whose CT scans are used for pattern recognition (machine learning) from possible identification by third parties, the image data in the learning process must be sufficiently anonymised. But with
the increasing amount of available data and the risk of linkability, effective anonymisation of personal data has become more complex and challenging. Existing anonymisation methods and techniques are not well suited for the specific challenges that big data poses, namely volume, velocity, and variety. Big data linkage could allow to draw conclusions in respect of individual identifiable users. In practice, there are many cases where allegedly fully anonymised data in fact have allowed re-identification.

Thus, the goal of research is to develop new anonymisation techniques which can reliably anonymise large and dynamic data sets. In the case of CT scans, a first step could be, for example, the removal of the bone structure on the scans so that the patient’s face can no longer be calculated. At the same time, the optimal trade-off between data anonymisation and the data’s validity and significance has to be balanced. Big data analysis has the potential for crucial societal benefits, for example in the case of mobility or health data. Therefore, in addition to data anonymisation, more research has to focus on alternative
privacy-enhancing approaches to machine learning such as private learning, private modelling or synthetic data.

**Expanding Cryptographic Schemes for Secure Computation**

The known methods for secure computation on sensitive data are multi-party computations (MCP) under different security assumptions, including garbled circuits, data anonymisation techniques and encryption techniques for databases which enable (limited) computations on encrypted data. With the help of “secure MPC” Yao’s Millionaires’ Problem can be solved, i.e. two parties can establish who is richer without revealing the actual value of their possessions to each other. Specialised variants of MPC were successfully used in big data scenarios.

These methods work well for small data volumes. In order to apply them to huge data volumes, it is necessary to turn attention to the scalability of the chosen method. Moreover, the speed or rather the loss of speed needs to be addressed. Hence, efficient protocols and variations of the methods mentioned before are required. Additionally, clever combinations of the methods and specialised protocols for precisely defined applications will build a promising starting point for effective and practicable secure computation on big data.

Approaches such as fully homomorphic encryption, indistinguishability obfuscation or functional encryption have to be deepened in the long-term to be used efficiently and feasibly for big data. Partial success can be reached with the help of homomorphic encryption as a component of specialised protocols in the mid-term. The theory of MPC, secure against passive adversaries, is already well-developed. In the short-term, feasible applications based on it can emerge. The efficiency of these can be increased if, during the preprocessing phase, trusted initialisers were used to perform computations which are independent of the actual input. This can be extended to specialised protocols for exactly defined applications. To handle verifiable computation on encrypted and/or authenticated data, we need to understand the theory of MPC, secure against active adversaries. This has to be adjusted to big data volumes. The implementation of executable and efficient procedures which are based on MPC, secure against active adversaries, remains a long-term goal.

**Standard Procedures for Efficient Privacy Preserving Analytics**

Social sciences perform statistical analyses of sensitive data. The researchers’ fundamental interest lies in maintaining the privacy of personal data. First attempts at holistic approaches to private data handling are promising.

Privacy-preserving Analytics (PPA) comprises the handling of personalised, sensitive big data volumes, such that new insights can be generated without violating the privacy of individuals. An efficient PPA solution ideally includes all processes, hardware and software components as well as networks, which are involved in recording, storing, transferring, processing and outputting data, to guarantee the protection of privacy. Taking legal aspects and possible conglomerations of different data bases into account, the following question should be answered in the first place: “What and when should who know about whom?” Based on the answer, privacy measures to evaluate the quality of efficient PPA have to be developed in the short- and mid-terms.

Establishing binding standards for separating databases in data centres has already started and should be pursued (auditable security). Simultaneously, existing methods for
secure computations on sensitive data have to be adapted to the particularities of big data and complemented by new ones. At the same time, a comprehensive database has to be built displaying appropriate efficient PPA solutions to different applications. Mechanisms to estimate impacts of publishing sensitive data should be established and depicted ideally in the same database. The different privacy measures developed beforehand can be combined. Thus, within ten years, a technology and process standards can be developed, which allow private data analyses to run efficiently.

Further Reading


B. Interdisciplinary Challenges

Cybersecurity can only be achieved by the co-development of technological devices, applications, services, and methods. However, the systemic combination, interaction and final diffusion of such cybersecurity solutions also depend on a variety of factors beyond technology.

Cognitive and human-centred efforts increase usability by engaging all stakeholders – ranging from the end-user to developers, designers, administrators, and providers. Such a holistic approach should enhance digital awareness and lead to the development of fair business models which ultimately strengthens the European cybersecurity economy. Simultaneously, establishing and enforcing a coherent legal framework which incorporates procedural methods and metrics for a risk-adequate approach in data protection law is essential in the quest for cybersecurity and digital sovereignty.

Measurable, Risk-adequate Security in Law ........................................p. 27
From a legal perspective, there is a need for a convergent European legal framework in order to establish regulations and statutes in cybersecurity and data protection law that enable a high degree of legal certainty during the application process. As a prerequisite, the use of risk metrics to evaluate the risk under the GDPR and the specification of “state of the art” shall support and ensure the allocation and application of responsibilities.

Holistic Human-centred Security and Privacy Research ................. p. 29
Information security and privacy depend on both technical and human factors. As a result, we see a persistent gap between theoretical security and actual security in the real world. Future research needs a more systematic and holistic approach to contributions that are both effective and deployable in the real world.

Digital Business Models for a Fair Economy and Society .................. p. 32
In order to achieve digital sovereignty, it is indispensable to increase digital awareness and to develop fair business models. Raising awareness of (privacy and security) risks and transparent handling of data on an individual or micro level are thus required. On a macroeconomic level, research needs to focus on advancing user-friendly business models, fair incentive systems, and appropriate framework conditions.
In the following sections, we outline the main challenges in each area and propose a course of action in three phases:

- Short-term goals should be achieved within 2 to 3 years.
- Mid-term goals should be achieved within 5 to 7 years.
- Long-term goals will take at least 10 years to be achieved.
1. Measurable, Risk-adequate Security in Law

**Scenario:** 1. In his smart home, a consumer who is highly interested in technology matters uses intelligent appliances such as smart speaker “Alexa” to control heating and power consumption. The consumer is concerned about his privacy and wonders whether in times of big data, he can control his personal information.

2. An employer transfers premises to a smart environment, where each employee has a specific app to track working hours and the project status. During the implementation process, the question arises as to what steps need to be taken to imply the technical and legal requirements for systems of “self data protection”.

From a legal perspective, the terminology of *digital sovereignty* captures cybersecurity and data protection law having the function of ensuring and defending individual rights. At the same time, it refers to the development of a *sovereign European data economy* that includes protecting cross-border data flows and provides a supportive environment for the development of small and medium businesses that are producers applying the new source “data”. These new producers need to be protected from attacks, misuse, and competitive distortion. The necessary *access and secret protection* for platforms and communication channels is already marginalised in particular through the transatlantic de facto-standardisation of substantial components. Consequently, there is a need to integrate legal questions of cybersecurity and data protection law in present European law-making activities.

In times of big data, the challenging tasks of an existing *incoherent legal structure* regarding complex ICT systems and the limited possibilities of influencing individual data flows need to be addressed by each of the actors in the system. In addition cybersecurity and data protection law is increasingly dominated by *risk-adequate safeguards* rather than by precise legal proposals on how to design the legal mechanisms.

Thus, the cybersecurity regulations for risk predictions, particularly in the GDPR (“DPIA” and “Privacy by Design”) and the European NIS Directive, are subject to systematisation and structuring. With this basis, the legally protected goods and contextual legal requirements (“state of the art”) with reference to the technical, organisational and procedural design can be identified in order to prevent sanctions. Furthermore, procedural mechanisms might be used to intervene in cases of high risk and allocate the responsibilities in such a manner that a win-win solution can be achieved. From an economic perspective, the challenge for the user to redesign and clarify the regulations for operationalisation in single aspects is also due to the uncertain legal structures and systems of the regulations. This reveals the urgent need for further research.

A possible solution might be to integrate the *transparency and measurability of the contextual risks as mechanisms of assessment* for the development of a *quantitative risk-metric* and implement them into the legal system as a contribution to legal certainty. The current substantive and procedural legal models build the basis for identifying convergences

---

1. E.g., American platform providers are relatively dominant in the market.

2. This is part of the ePrivacy Regulation.

3. An example for such incoherent regulations is Article 14 (3) NIS Directive with regard to the German § 8 b (4) S.1 BSIG.
Course of Action: Measurable, Risk-adequate Security in Law

**Short-term goals:**
- Systemisation and classification of terms and definitions such as “risk” and “state of the art” in cybersecurity and data protection law
- Analysing the legal terms with taking the game theory approach into account
- Analysing the risk based approach in different legal fields

**Mid-term goals:**
- Establishing a convergent structure of existing legal rules and statutes in order to harmonise cybersecurity and data protection law
- Reviewing the technical standards in order to establish a coherent system for data protection and cybersecurity law
- Establishing methods and risk-metrics for cybersecurity and data protection law
- Developing a quantitative risk-metric

**Long-term goals:**
- Analysing the effects of the legal approaches by taking empirical studies into account
- Adjusting the legal approaches and risk-metric with regard to the current challenges faced by the stakeholders in cybersecurity and data protection law

and divergences regarding the risk concept. However, also technical modelling of convergent normative complexes of cybersecurity and data protection law should be subject to further research.

**Further Reading**

2. Holistic Human-centred Security and Privacy Research

Scenario: Software developers usually are not security experts; nor are classical end users security experts. However, the tools they are supposed to use, such as crypto APIs for developers, security interventions and config interfaces, assume they are. Correspondingly, it is likely that any of them uses the provided tools in an insecure way.

The history of information security and privacy has taught us that it takes more than technological innovation to develop functional and effective security and privacy mechanisms. Many aspects of information security and privacy depend on both technical and human factors. As a result, in the age of digitalisation, we see a persistent gap between theoretical security and actual security in the real world. The gap is mainly caused by strong and actually unrealistic assumptions of the users’ knowledge and behaviour; while users range from

- classical end users in a private or business context (e.g., assuming they choose long complex text passwords and for each account a different one) to
- software developers (e.g., assuming they have a background in security and cryptography and know how to securely integrate crypto APIs) through to
- administrators (e.g., assuming they have time and the resources to spend on security interventions generated by various security tools like firewalls, and figure out the message, the risk level, and decide on the actions to be taken).

Human-centred cybersecurity and privacy research conventionally has been focusing on end users while involving studies on various authentication mechanisms including text and graphical passwords, security indicators and interventions like warning messages, permission dialogues and security and privacy policies. Recently, human-centred security and privacy researchers started investigating other actors such as software developers, system designers, and administrators.

Traditional human factors in security and privacy research areas are (independent of the addressed type of users):

- Identifying users’ mental models,
- evaluating existing approaches regarding their effectiveness in supporting their users to make secure decisions,
- proposing improved or new approaches/ extensions, and evaluating their effectiveness; approaches can be security/privacy mechanisms or security/privacy awareness measures.

Future research needs a more systematic and holistic approach to make more contributions that are both effective and deployable in the real world (e.g., because the constraints of the addressed user groups are considered and the corresponding user groups can be reached). We need a better understanding of interdependencies between different user groups, the expectations of different user groups, and we have to focus more on supporting those who design and develop security-/privacy-critical systems. This needs to be done at all levels e.g.,

- system designers need to be supported in considering human security/privacy aspects from the very beginning (to enable them to apply a human-centred security and
privacy by design approach) in an effective and efficient way; e.g., efficient in the sense that knowledge from past research is provided to them in an adequate way and is integrated in corresponding tools,

▷ software developers need to be supported in properly integrating crypto APIs, security concepts and protocols, as well as in properly designing security indicators and security interventions (e.g., by integrating corresponding checks, feedback, and decision support in the tools they use for development); properly in this context means considering the cultural background of the actual end users,

▷ security professionals (e.g., CISOs), i.e. those responsible for the security of infrastructures, need to be supported in developing and implementing security policies including awareness measures which are accepted and can be respected by the employees.

Furthermore, research needs to find a balance between focusing on established security- and privacy-critical systems and more recently deployed ones such as Internet of Things, blockchain, or autonomous cars/car2car communication.

Additionally, future research needs to tackle methodological challenges: In the context of end-user research, past research was mainly based on data collected from service providers such as Amazon Mechanical Turk. Similarly, in the context of developers or administrators, research was mainly based on studies with computer science students. Significantly more research is needed to shed light on the fundamental question as to when participants recruited through service providers (such as Amazon MTurk) and computer science students are appropriate subjects to study, and what needs to be considered.

Previous work often focused on first-contact evaluations or short-term field studies of security and privacy tools and mechanisms. However, to prevent a replication crisis as known from other scientific disciplines, our community needs to push the need for more in-depth replication studies.

Finally, it is important that scientists researching human factors in security and privacy interchange their results with standardisation bodies (in particular ISO 27001) and governmental agencies (such as the NIST and the BSI in Germany) to make sure their requirements are aligned with well-established research results.

Further Reading

[1] Yasemin Acar, Sascha Fahl, and Michelle L Mazurek. “You are not your developer, either: A research agenda for usable security and privacy research beyond end users”. In: Cybersecurity Development (SecDev). IEEE Computer Society, 2016, pp. 3–8. DOI: 10.1109/SecDev.2016.013


Course of Action: Holistic Human-centred Security and Privacy Research

Short-term goals:
▷ Identifying relevant problem areas and tools to help end users, software developers and administrators to increase information security and privacy
▷ Developing and validating generalised theories and frameworks

Mid-term goals:
▷ Establishing best practices for conducting replication studies
▷ Establishing best practices for conducting field studies
▷ Establishing best practices for conducting studies with various user groups in particular with engineers and administrators

Long-term goals:
▷ Merging lines of research covering all involved actors for a holistic approach
▷ Contributing to standardisation activities.


3. Digital Business Models for a Fair Economy and Society

**Scenario:** A start-up that develops a time management app would like to support their users while also generating revenue. In this regard, they are faced with determining the adequate level of security and privacy. Should they implement a two-factor authentication process that requires a biometric approach, for example a fingerprint, in addition to a password or PIN? Or would that be too time-consuming and privacy-sensitive? They also wonder how much user data should be collected and stored in order to develop and enhance their app or to pave the way for additional complementary products and services while not intruding too much into their users’ privacy.

The ever-increasing digitalisation and the ubiquity of internet-based services continue to disrupt the industry, daily life of the individual, and the society as a whole. Despite the numerous benefits and chances, these changes also entail an increasing vulnerability which prompts concerns by enterprises, public organisations, and end-users. Against this backdrop, the question arises as to how Europe can contribute and potentially harness the concept of digital sovereignty.

In addition to raising awareness among users of digital technologies through better communication, providers of digital goods or services could and should have a share in increasing security and privacy and should realise their potential as an enabler for their business. This requires not only the emergence of (new) providers of innovative and user-friendly IT security and privacy solutions that are based on the newest research findings but also addresses (existing) providers of digital services who base their business models on the utilisation of user data. Focusing on a high degree of usability and distributing control over data across stakeholders is the key to achieving data sovereignty.

The analysis along with the design of business models and the desired data sovereignty require an interdisciplinary approach, i.e. an interdisciplinary cooperation between disciplines such as computer science, economics, law, and the humanities. Such a cooperation could be organised within a new European interdisciplinary centre where economic stakeholders, i.e. both provider and user organisations, as well as private EU citizens are involved. An essential part of such a joint approach should comprise empirical studies that address the complex questions brought forward by all involved stakeholders through international comparative studies. Results of these studies along with their publications should not be reserved for scientific outlets but also diffused through citizen-oriented forums and thus contribute to raising awareness for potential security and privacy threats while enhancing the data sovereignty of all involved stakeholders. Additionally, findings and insights derived through these studies could serve as a basis for the development of new business models or technologies. By way of example, the joint development of privacy-enhancing technologies for services could help preserve the privacy of user data, thus contributing to data sovereignty while enabling implementing enterprises to generate revenue through using user data. This is a concept that could be applied in other contexts such as big data, machine learning, the Internet of Things, or the Internet of Vehicles.

However, when analysing and designing these new business models, it is essential to know the ropes of the digital economy and thus consider the particular properties of digital goods and services and the characteristics of software and digital markets. From a macroeconomic
Course of Action: Digital Business Models for a Fair Economy and Society

**Short-term goals:**
- Conception of first interdisciplinary empirical studies on data sovereignty and fair business models

**Mid-term goals:**
- Development and installation of an interdisciplinary research centre
- International comparative studies across EU countries on data sovereignty and fair business models
- Roundtables with all involved stakeholders (industry, scientist, and citizens)

**Long-term goals:**
- Exertion of influence on the design of data-driven, fair business models
- Guarantee of enhanced data sovereignty for EU citizens

Perspective, it is further necessary to determine whether or how investment incentives or state regulations can encourage the development of a new range of products and services, in particular for small and medium-sized enterprises and start-ups in the EU.

**Methods and Principles of Fair Business Models**

Empirical findings – both from quantitative and qualitative studies (e.g., through the use of Delphi methods, expert interviews, focus groups) – could additionally serve as the groundwork for the definition and basic principles of fairness and the subsequent development of fair data-driven business models. Fairness in this context does not only refer to transparency during the extraction and processing of data but also comprises adequate pricing models and the identification of tensions between the different values held by stakeholders. Therefore, it must be examined whether the extensive collection of data might violate the privacy of citizens or whether it provides a basis for unfair pricing models that take advantage of potential dependencies that could become apparent through, for example, the analysis of an individual’s surfing behaviour. This will also require investigations of data analyses through machine learning algorithms, of whether these can be performed without compromising the individual’s rights and freedom and of how the analyses and resulting judgments comply with general ethical rules. These investigations should ideally lead to the identification of the kind of ethical behaviour that should be promoted unanimously across the European Union and in guidelines regarding the fair usage of (open) data.

Overall, a strong IT security and privacy industry that includes successful providers and start-ups building on data-driven (and fair) business models could help strengthen the competitive position of German and European providers compared to their US counterparts. The odds are in favour of these domestic providers as users in Europe, and in Germany
in particular, exhibit a more pronounced willingness to pay for IT security and privacy compared to other countries or continents.

**Further Reading**


C. Technologies and Applications

Problems in reality are complex and require the combined effort of different research areas. Cybersecurity is an enabling factor for new ecosystems such as, inter alia, the Internet of Vehicles and blockchain-driven applications.

These ecosystems and other technologies offered by digitalisation and applied in everyday life need to be made transparent to end users, for example the Internet and its many facets from its infrastructure through to content-driven applications. Moreover, the development of user-centric privacy tools and remotely un-hackable PCs for private use could increase the digital sovereignty of individuals.

Safeguarding Key Services of the Internet ........................................... p. 37
To obtain a reliable and secure Internet, all protocols and key services of the infrastructure need to be safeguarded, especially the routing of data packages and the look-up of domains by DNS-servers. Configuration mistakes and vulnerabilities of the Internet infrastructure must therefore be detected at an early stage, and secure protocols need to be established globally.

Security of Blockchain Technology ............................................. p. 39
Blockchain technology e.g., for cryptocurrencies and smart contracts, needs to address several fundamental challenges to have a future for mass usage. Besides formal cryptographic modelling and analysis, research on software engineering, distributed systems and game theory is required.

Accountability and Transparency for Information Quality .................. p. 42
The spread of targeted misinformation on the Internet is becoming increasingly common and is facilitated by technological progress. It is becoming more and more difficult for the individual user to distinguish between trustworthy and fake or misleading information. In an interdisciplinary technical, legal and social science approach, methods need to be developed to ensure accountability and transparency for information quality.

User-centric Privacy Tools ......................................................... p. 45
In today’s Internet landscape, the user’s privacy is endangered by the fact that data collection, linkage and profiling are to a large extent non-transparent. Users are not provided with the information necessary to assess the risks of disclosing their personal data in specific scenarios and miss the tools to make and enforce a meaningful choice with regard to their data. Thus, it is crucial for IT security research, to make a societal impact on user
privacy by offering users technical means to understand and judge relevant decisions in their daily online activities.

**Remotely Un-hackable PC** ..................................................... p. 47

Once a programme or part of a PC has been attacked externally e.g., via its Internet connection, all other systems of the PC are usually threatened as well. The objective is therefore to develop a “remotely un-hackable PC”, whose components have no or only a strictly controlled influence on each other, such that the overall system remains protected while retaining remote access. At the same time this PC needs to be user-friendly and the developed concepts need to allow for future developments such as intelligent personal assistants.

**IT Security for Autonomous Driving** ............................................ p. 49

IT security and data protection are enabling factors for the newly emerging Internet of Vehicles. Autonomous driving requires both a strong interconnectedness of vehicles and an opening to external information sources and services, which increases the attack surface. Therefore, a trusted platform for autonomous vehicles must be created, as well as a process framework considering security, and in particular crypto agility in the development and entire lifecycle of vehicles.

In the following sections, we outline the main challenges in each area and propose a course of action in three phases:

- Short-term goals should be achieved within 2 to 3 years.
- Mid-term goals should be achieved within 5 to 7 years.
- Long-term goals will take at least 10 years to be achieved.
1. Safeguarding Key Services of the Internet

**Scenario:** Attacks on the Internet infrastructure have serious consequences. In 2013, a security incident happened that was aimed at the name resolution via the Domain Name System. With this attack, a group of hackers were able to redirect all visitors of Google’s Malaysian domains to their own website. Misconfigurations within the core Internet infrastructure can also result in severe consequences, as was shown by an incident in 2017. A configuration issue within the routing infrastructure spread over the US and affected several Internet service providers, which lead to wide spread Internet outages.

The Internet is the biggest and most complex communication network and, as such, the largest IT infrastructure worldwide. We have long been so dependent on the functioning of modern Internet technology that an attack on critical infrastructures, much like an attack on electricity or water supplies, can be life-threatening. For a universal use of Internet technology, the secure and stable operation of central protocols, services and applications is indispensable. The goal is to secure services that make up the Internet infrastructure so that the Internet communication is reliable, confidential and of integrity. These properties can be put at risk by undetected configuration errors or by adversaries of different qualities, like single perpetrators or groups of hackers, even with governmental affiliations.

Examples of such services are routing and name resolution functions in the Internet as well as key infrastructures, which enable e.g., end-to-end encryption.

Some solutions are already available today, but are not widely used. This results in an attack surface of rather unknown size. Further complicating matters, trends like the Internet of Things (IoT) steadily increase the amount of poorly managed and yet Internet-connected devices. Large-scale analyses of Internet-connected devices and services are necessary to identify vulnerabilities and to mitigate any risk they introduce. This is achieved by further spreading the neglected security features, also in the services of the core Internet infrastructure, and to establish a recommended level of security. This issue mainly concerns the developers of the related software as well as the operators of key services, which use the software. It is necessary to create incentives for both parties, which should serve at the beginning as unique selling point, but should then be established as required feature for software solutions and key services.

Detection and prevention of attacks on the Internet infrastructure and of misconfigurations of the corresponding services are to advance. First, it is necessary to analyse the distribution of secure protocol alternatives in the backbone infrastructure of the Internet and to detect configuration errors. In the medium term, technical measures must be developed to detect and prevent configuration errors at an early stage, to identify attempts to attack and to distinguish them from configuration errors. The long-term goal is to secure the backbone infrastructure of the Internet and to globally implement secure protocols for the Internet infrastructure.
Course of Action: Safeguarding Key Services of the Internet

Short-term goals:
- Analysis of adoption of security extensions for crucial protocols of the Internet infrastructure
- Identification of misconfigurations

Mid-term goals:
- Research for creating new technologies to detect and prevent misconfigurations
- Identification of attack pattern and distinction from misconfigurations
- Creation of incentives to incorporate security technologies in key services and their software

Long-term goals:
- Securing the key services of the Internet
- Global introduction and usage of secure protocols for the services of the Internet
- Establish security technologies as required feature for key services and their software

Further Reading


2. Security of Blockchain Technology

Scenario: The Bitcoin protocol was presented in a white paper in 2008 and implemented in programme code in 2009. It is the first successful example of a decentralised cryptocurrency. It is also the first example of the new blockchain technology. Blockchains are also used for smart contracts, for example in the case of special travel insurances, where smart contracts are executed automatically in the case of flight-delays.

Blockchain technology can be shortly described as being a “decentralised, tamper-proof and consensual data repository in distributed networks” (see e.g., German Federal Office for Information Security (BSI)). However, many challenges need to be addressed to make blockchain technology ready for mass adoption. As a prerequisite for the competent use of blockchains, the risks for the participants have to be assessed. In order to evaluate the security of the diverse proposals for the use of blockchain technology – or, more generally, of the so-called distributed ledger systems – interdisciplinary fundamental research is necessary.

First and foremost, cryptographic research in the field of this technology should be fostered with the aim of building a theoretical foundation. There are already promising approaches towards appropriate security models for existing blockchains. However, modelling in a more restrictive cryptographic sense is complicated by the economic assumptions reflecting the participants’ behaviour. Therefore, aspects of game theory have to be incorporated. In the mid- to long-terms, interdisciplinary efforts should be able to provide precise risk assessments and security evaluations.

In addition, scalability of blockchain technology is a major challenge. The Proof-of-Work used by common blockchain protocols such as the Bitcoin cryptocurrency consumes an enormous amount of energy. Still, a concept that ensures reaching consensus in an open environment where everybody can join the network is essential. Therefore, alternatives to Proof-of-Work such as Proof-of-Stake or Proof-of-Space should be evaluated and considered within the security models. The replacement of a protocol component interferes with former security assumptions, thus concepts to integrate modified security assumptions should be developed.

Another important long-term goal for improving scalability is to develop second layer off-chain protocols. In these protocols, the massive bulk of transactions is kept off-chain thereby significantly improving transaction throughput and decreasing latency of transaction processing. As the design of secure off-chain protocols – in particular for the off-chain execution of smart contracts – is complex, sound cryptographic models are needed to ensure high standards of security.

In the mid-term, an analysis of different applications and a comparison with other established solutions without blockchains should be performed. The diverse applications can be systematically evaluated and labelled with recommendations and security assessments. Here, the use of blockchains to improve cryptographic systems should be distinguished from direct applications of blockchain technology e.g., shared databases for participants who do not trust each other. In the first case, the aim is to decentralise cryptographic schemes whose security relies on trustworthy entities. In the second case, especially applications integrating smart contracts should be considered.
Course of Action: Security of Blockchain Technology

**Short-term goals:**
- Extraction of and agreement on provable security properties of blockchains
- Evaluation of the advantages and disadvantages of alternatives to Proof-of-Work
- Concepts for and feasibility studies on digital alternatives for usual options known from centrally controlled currencies

**Mid-term goals:**
- Cryptographically valid, standardised security evaluation of blockchain systems
- Enhancing efficiency and scalability
- Development of hardware components to enable un-hackable wallets
- Methods for rollback of transactions
- Authentication or identity concepts with “revocable anonymity”

**Long-term goals:**
- Long-term security, i.e. methods to integrate modified security assumptions and to replace protocol components
- Design and analysis of secure off-chain protocols
- Establishment of a standardised formal intermediate language to design smart contracts

We suggest a strong European participation in the IEEE campaign proposed in November 2017 in the white paper entitled “Reinforcing the Links of the Blockchain” to create an interdisciplinary, unbiased haven with members from economy, industry and research.

**Competent Handling of Cryptocurrencies and Smart Contracts**

In order to recommend a cryptocurrency as a valid alternative to approved centrally controlled currencies, it has to pass security tests comprising matters of exchange, rollbacks, secured personal wallets and secure pseudonymous payment that simultaneously allow for traceability to identify money laundering.

First of all, suitable concepts for the digital alternatives to usual options known from hard money have to be designed. A subsequent feasibility study will identify the concepts to be elaborated. Here, those concepts should be preferred which are assumed to be secure according to security models for blockchains established so far. In the long term, usability aspects should be incorporated.

Furthermore, comprehensive state-supported protection concepts against cryptocurrency hacks, especially against hacker attacks (of all kinds) on the ownership of crypto money, should be pursued. In doing so, no central entity should be established, but decentralisation
should be stabilised by protecting the weak spots at individual levels e.g., by un-hackable hardware wallets.

Simultaneously, it has to be elaborated how stakeholders from a governmental and business perspective can apply the legal mechanisms against illegally acquired or traded crypto money. In addition, the question arises as to how a modern regulatory system can solve the challenges to the rule of law. Are there technical alternatives to hardfork in case of unintended or illegal transactions? At this point, the interface between the digital and physical worlds is problematic, especially if one has to deal with money laundering, export and trading bans or monetary flows of criminal organisations. Is it even possible to combine authentication or identity concepts with so-called revocable anonymity?

There is demand for comprehensible smart contracts. Is it possible to develop in the mid term a formal intermediate language which generates a code based on a sequence of actions to be automatised, and thus drafts a smart contract which can be formally verified and understood by non-experts? What kind of legal and technical possibilities besides rollbacks exist in the case of incorrect execution or a dispute? From a legal point of view, the question arises as to how the content of the smart contract and the details of the applied algorithm can be translated into a comprehensible format. Based on this, it can be argued that an increased use of smart contracts can have an institutional dimension, also called software as institution, if the automatic enforcement of rights induces a possible control over behaviour or social interaction.

**Further Reading**


3. Accountability and Transparency for Information Quality

**Scenario:** In the 2018 Brazilian presidential race, several companies used the messenger service WhatsApp to spread discrediting misinformation about one of the candidates by sending messages to hundreds of millions of users. This current example of attempted election manipulation shows the scope that targeted political propaganda has reached. The use of a private messenger service makes it even more difficult for the individual to detect misinformation since it is often passed on by people the user trusts.

As more and more people are using the Internet as their main method of communication and source of information, the accountability and transparency of this information and its sources have become a crucial issue. The vast amount of information that is provided and shared on the Internet makes it difficult for the individual users to differentiate between trustworthy and fake or misleading information. Furthermore, the origin and authors of the information are often unknown and, as a consequence, can rarely be held accountable for untrue and discrediting statements. This has paved the way for the emergence of digital disinformation campaigns in recent years. Social media platforms in particular – such as Facebook, Twitter, and YouTube – have made negative headlines as being used by private groups or foreign state actors to purposefully distribute misleading information to influence public discourse and democratic elections. In the U.S. presidential election campaign of 2016, the UK Brexit Referendum, and the most recent German, French and Brazilian parliament elections fake user accounts on social media, often operated by so-called social bots, were used to deliberately spread false information and tried to manipulate political opinion. Even though it is not yet clear to what extent voters were actually influenced, it has become evident that these deliberate attacks on democratic discourse and elections are an increasing threat as digital disinformation campaigns and computational propaganda on the Internet are becoming technically easier.

Online social platforms use algorithms to predict what users want to see in order to promote engagement and generate revenue on the platform. Based on a user’s preferences, clicks and likes, algorithms filter and prioritise the content the user sees. As users interact and engage more with content that triggers an emotional response or confirms existing bias, this type of content is prioritised by the platforms and being shown and recommended to more users. This algorithmic prioritisation of content can potentially isolate different user groups within echo chambers and contribute to political polarisation.

As a consequence of the ever-increasing user profiling by the social platforms, the user is particularly susceptible to so-called microtargeting, which allows to address and advertise to highly tailored groups of users, who share certain interests or demographics, for example for political purposes. Distinguishing between trustworthy factual and false information is a challenge for the user, especially when that information is shared by people that he or she trusts or prioritised by the platform that he or she uses on a daily basis.

In the near future, advancements in machine learning research will exacerbate the problem, making it possible to create false but deceptively realistic images, audio tracks and videos (so-called deepfakes), which will likely be utilised for computational propaganda.
## Course of Action: Accountability and Transparency for Information Quality

### Short-term goals:
- Assessment of the actual impact of targeted misinformation
- Assessment of the legal framework with regards to the freedom of expression and the use of micro-targeting and propaganda
- Assessment of societal agreement with regards to the use of micro-targeting and propaganda as means of democratic discourse
- User awareness for micro-targeting and digital disinformation campaigns

### Mid-term goals:
- Assessment of means and methods for automated detection and backtracing of false information
- Assessment of the need and options for regulation of accountability and transparency of information on a national, European and global scale

### Long-term goals:
- Automated analysis of the trustworthiness of information and sources
- Creation of usable end-user tools for information trustworthiness

To adequately address the issue of digital disinformation and propaganda campaigns on the Internet, an interdisciplinary research approach has to be taken, which combines technological, legal and social aspects.

As a first step, the actual impact of microtargeting and digital disinformation has to be examined to establish a common base for further research. As a second step, the awareness of these mechanisms has to be raised among the users.

From a legal perspective, the line between permitted free expression of opinion, e.g., exaggeration and aggravation, and deliberate disinformation and propaganda has to be clearly identified. The extent to which microtargeting and propaganda are accepted by society and legitimately contribute to public and political discourse also has to be evaluated. Based on that evaluation, it must be determined whether additional regulation for platforms and actors is necessary and which instruments could be enforceable, both on a national and international level.

In addition to social and legal research, computer science methods for an automated detection and backtracing of digital disinformation campaigns and social bot activity have to be investigated. Automated recognition of disinformation is hardly possible on the basis of content, since current algorithms do not understand semantics such as half-truths, exaggerations or irony. But recognition might be possible for specific domains or on the basis of behaviour or distribution patterns. The goal is to be able to automatically analyse the trustworthiness of information or sources. In the long term, end users must be provided with effective tools to assess the truthfulness of information, why they see this information and the trustworthiness of sources.
Further Reading


4. User-centric Privacy Tools

**Scenario:** In the event that a user wants to upload a post or message to the Internet, a user-centric tool could be an app which locally calculates possible correlations and inferences of the text or photo from already published data about the user. The aim of the app would be to warn the user before publication, if, on the basis of information already known, he or she would reveal more than the post says on its own e.g., use of identical user name, phrasing, metadata to the user’s prior post on a health advice forum.

From a mere communication network, the Internet has rapidly evolved into a global platform for social networking, entertainment, education, trade, and political activism, used by more than two billion users. Users have matured from mere consumers of information to content publishers and interactive participants in blogs, tweets, social networks, and other online communities.

In this context, assuring online privacy of individual end-users has become a formidable and largely unsolved problem. Personal information is being widely dispersed in the Web. Social networks, in particular, have become a focal point for collecting data from billions of people. Users are therefore often overwhelmed by the complexity of online data accessibility and dissemination in an ever-growing technical landscape. Today, it is almost impossible for regular users to understand the privacy implications entailed, like the spreading of private posts within their network, or the reality and possible effects of linking information across multiple sites and platforms. Yet, users are offered little to no support for comprehending their privacy exposure, and struggle with privacy settings that are technically motivated and notoriously difficult to handle. Furthermore, there is the complicating factor that potential risks often only arise over the course of several years due to the increasing volume of data about a particular person on the Internet (so-called digital footprints), which makes it all the more difficult for individuals to trace the links. Often data comes into play which the user has forgotten that he or she had already disclosed at an earlier point in time. As a result, the user loses more and more control over his or her own data.

It is therefore not sufficient, if IT security research only addresses the operator side. While it is necessary to establish privacy-by-design standards and best practices for privacy engineering as a key engineering focus for developers, in addition, users themselves must be empowered. The individual users must be provided with the necessary information and, above all, suitable and manageable tools to enable them to understand the risks and, based on this, to control and thus protect their data. To this end, existing technologies are to be analysed for existing usage barriers in order to develop new user-centric tools in the long term. At the same time, privacy risks must be better understood in order to inform users. Therefore, a unified approach to privacy understanding and control has to be taken. Also, for the information and tools to be usable, manageable and meaningful, interdisciplinary efforts in the field of usability, human-computer interaction and psychology research must be intensified.

Overall, the aim is to provide the interested user with information in a suitable way as well as easy-to-use tools to effectively protect his or her privacy.
Course of Action: User-centric Privacy Tools

**Short-term goals:**
- Analysis of areas, in which tools of self-data-protection are useful and necessary
- Analysis of existing tools to find potential barriers of usage
- Further improvement and development of user-focused privacy tools

**Mid-term goals:**
- Usability research of user-centric privacy tools, in particular analysis of how users perceive information and how risks for data protection can be communicated
- Training courses and material to raise awareness of privacy risks
- Standards and best practices for privacy engineering

**Long-term goals:**
- Development of usable new tools which support user-decisions by providing information and by technically enforcing them

Further Reading


5. Remotely Un-hackable PC

Scenario: The “Secure Inter-Network Architecture” (SINA), which was co-developed by the BSI, is used for governmental computers of normal to high security levels. Other solutions for highly secured computers exist. What has to be done to make them usable for home applications?

The components of a remotely un-hackable system ideally have no influence on each other or are bound to strict protocols controlling the interaction. Thus, even if one programme gets compromised, all other programmes will remain unaffected. The objective is to develop a remotely un-hackable personal computer (RUPC) for private use. Thus, it is a manageable example of a trustworthy platform. The main focus of the RUPC development is on usability.

A first (technical) step towards the RUPC is the deployment of trustworthy hardware security modules, an “un-hackable” kernel and a hardened operating system. As a starting point for RUPC development, already existing components can be used. In this case, the obstacle is to ensure the secure usage despite unknown source code or hardware architecture for example. Suitable (preferably Open Source) solutions have to be selected and further developed, following state-of-the-art practices of safe and secure programming, such as systematic programme analysis and testing, compiler-based code hardening or even (if needed) formal verification of selected key components. In parallel, requirements for usability are to be formulated and tested. As a second step, such a PC should be extended by common browsers and office packages that run without any restrictions to their usability. In the mid term, a full-featured, user-friendly RUPC should be built.

During this approach, it is important to develop the RUPC in such a way that its security properties are also compatible with new concepts of user interaction such as the further development of intelligent personal assistants (IPA). The long-term challenge is to incorporate functionalities for inter-connectedness and exchange between different

Course of Action: Remotely Un-hackable PC

Short-term goals:
- Deployment of trustworthy hardware security modules, hardened kernel and hardened operating system
- Specification of usability requirements

Mid-term goals:
- RUPC extended by common browser and office packages
- Usability tests

Long-term goals:
- Full-featured, user-friendly RUPC
- AI based usability, remotely un-hackable intelligent personal assistant
programmes and data. Thus, the balancing act between security features such as data protection, separation of data, etc. and the request for transparency has to be managed.

**Further Reading**


6. IT Security for Autonomous Driving

**Scenario:** With 100 million lines of code, a modern vehicle is one of the most complex electronic systems ever built. Users want to improve driving safety by networking the vehicle with the environment in order to get traffic information and automatic assistance when driving. An indispensable assumption, however, is that the vehicle cannot be controlled illegitimately from outside.

If vehicles are to take over tasks which, up to now, have been the responsibility of the driver, an increasing automation and networking of these vehicles with each other and with the infrastructure are necessary. Not only are new vehicle systems being created, but also a new ecosystem, the Internet of Vehicles (IoV). The external threat surface increases with the number of interfaces and the interconnectedness. The successful manipulation of one car can have an impact on the swarm behaviour of all other vehicles. At the same time, the demands on data protection are increasing as a consequence of the collection and processing of data for the autonomous management of complex driving situations. For the security of vehicles in general and in particular for autonomous driving, almost all known security issues are important – a combination of systems is the major challenge.

**Vehicle Security Architecture**

The development of a trusted platform for autonomous vehicles should be based on the conception of a vehicle-wide security architecture.

▷ Protect and measure the code integrity of controllers and monitor their behaviour
▷ Instantiate “secure identities” in the vehicle as sources of confidence for further security measures
▷ Trusted in-vehicle data transmission and storage based on input from standardisation activities such as AUTOSAR
▷ Trustworthy communication with external entities taking into account the data protection interests of the occupants
▷ Develop learning methods for adaption of attack classifiers and selection of an appropriate response
▷ Develop formal methods and test methods to demonstrate the required level of autonomous vehicle security

**Security by Design and Crypto Agility**

The integration of security consideration into the development process should enforce, in particular, security requirements management for the entire lifecycle of the product, even after the start of production.

It is expected that autonomous driving would be based on AI technologies in many areas, like intelligent navigation in metropolitan areas, or image recognition of the traffic and others. Such AI systems must be designed robustly against attackers; “security by design” for AI needs new guidelines.
Course of Action: IT Security for Autonomous Driving

**Short-term goals:**
- Prevent attacks on the assistance systems by security measures already in the design
- Vehicles with secure identities and trust anchors
- Self-monitoring, attack detection and safe fallback mode

**Mid-term goals:**
- Self-learning and self-adaptation for in-vehicle intrusions detection and mitigation systems

**Long-term goals:**
- Automated countermeasures

Particular attention is paid to the aspect of cryptography. Vehicles must be safe for a very long period of 20-30 years (from the beginning of the development of a new series of vehicles until scrapping of the last vehicle in that series). The security of cryptographic processes can be expected to erode during that time, and the number of minimum security parameters will be increasing. In the worst case, entire procedures will have to be replaced. In particular, the introduction of new methods, for example in the field of post-quantum cryptography (PQC), may require the exchange of procedures and protocols during the life of a vehicle series. Therefore, cryptographic processes have to be implemented agilely from the beginning, so that they can be easily updated or exchanged if necessary even in an extremely heterogeneous vehicle network.

First of all, it is important to provide IT security for partial automation, which means that the system monitors the driving environment, and driver assistance systems help with vehicle operation. Attacks on the assistance systems must be prevented by security measures already during the design. Therefore, vehicles have secure identities and trust anchors. The system must continue to monitor itself, detect attacks, warn the driver and, if necessary, place the controller in a safe fallback mode. In the medium term, IT security has to provide for conditional automation. The system gradually assumes autonomous control, with the expectation that the driver reacts when required. Autonomous systems have to learn by themselves and adapt the behaviour to new situations and new insights during the operational phase. Systems for detecting and mitigating the effects of attacks also need to learn and adapt. In the long-term, IT security has to cope with high/full automation. Fully autonomous driving also requires fully automated countermeasures in the event of attacks.

**Further Reading**


Further Reading

We recommend the following projects and position papers of our colleagues from all over Europe. In addition to our roadmap, these provide a multi-faceted perspective on the cybersecurity agenda by the different stakeholders in Europe.


secUnity Partners

- **CISPA** - Helmholtz Center for Information Security
  - [https://cispa.saarland](https://cispa.saarland)

- **CRISP** – National Research Center for Applied Cybersecurity
  - [https://crisp-da.de](https://crisp-da.de)

- **KASTEL** - Competence Center for Applied Security Technology
  - [https://kastel.kit.edu](https://kastel.kit.edu)

- **Fraunhofer Institute for Applied and Integrated Security (AISEC)**
  - [https://aisec.fraunhofer.de](https://aisec.fraunhofer.de)

- **Fraunhofer Institute for Secure Information Technology (SIT)**
  - [https://sit.fraunhofer.de](https://sit.fraunhofer.de)

- **Karlsruhe Institute of Technology (KIT)**
  - Research Group Cryptography and IT Security
  - [https://kit.edu](https://kit.edu)

- **Karlsruhe Institute of Technology (KIT)**
  - Zentrum für Angewandte Rechtswissenschaft (ZAR)
  - [https://kit.edu](https://kit.edu)

- **Ruhr-Universität Bochum**
  - Research Group Systems Security
  - [https://rub.de](https://rub.de)

- **Technische Universität Darmstadt**
  - Research Group Software & Digital Business
  - [https://www.tu-darmstadt.de](https://www.tu-darmstadt.de)
About secUnity

The secUnity project is funded by the German Federal Ministry of Education and Research (BMBF) to support IT security research in Germany and Europe since its launch in 2016. The joint interdisciplinary project pools the expertise for European IT security research and policy of the secUnity partners. Its main objective is to support sustainable interdisciplinary networking in cybersecurity research by fostering a dialogue to obtain a vision and roadmap of long-term cybersecurity research policy for Europe.

The roadmapping process is one of the central objectives of the project and involved dozens of European experts. Many distinguished scientists from academic and industrial research contributed as co-authors of the final roadmap document.

IT Security Map

The IT Security Map contains a comprehensive overview of over 1,700 European stakeholders, ranging from all fields and areas of cybersecurity: from education, research and development institutions up to small, medium and large enterprises offering technical, economical and legal expertise in the fields of cyber and data security. All entries are sorted by an underlying, specifically developed taxonomy and can be searched by tags.

The survey of the stakeholders was initially performed solely by the project team, but is now growing with new participants continuously joining the platform through a manually verified online form. In this way, every stakeholder in cybersecurity in Europe is welcome to join the IT Security Map.